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Experimental setting 3 meters distance:

Gain (single link):
Gain (unsynchronised):
Iteration of best amplitude:

€ 4 transmit devices

4, Transmission: 2.4 GHz, 1.5dBi

% Feedback: 900 MHz, 3 dBi

12 meters distance:

% Distance: 3m, 12, 24m, 45m Gain (single link):

Gain (unsynchronised):
Iteration of best amplitude:

24 meters distance:

GNU Radio

Implement: transmit- receive strategy

Gain (single link):
Gain (unsynchronised):
Iteration of best amplitude:

I 4 Carrier phase offset uniformly random

45 meters distance:

% Real valued feedback modulated

Gain to single link:
Gain to unsynchronised:
Itertion of best amplitude
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USRP software radio S Future work P
4, Clock synchronised \ N % Improve synchronisation performance /

% Reduce randomness in the synchronisation process
. . *» Utilisation of the FPGA
4, Separate boards for transmit / receive o | _

% Synchronisation via GPS e NG
4 RFX2400 and RFX900 motherboards % Consider movement of nodes ===

- 4, Utilise TX/RX port of USRP daughterboards s
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