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Using organic principles to solve hardware and design problems of future Systems-on-Chip (SoC)

Hardware problem Design problem
Nanometer sized transistors are increasingly vulnerable to ionizing Design tools can hardly keep pace with increasing complexity of SoC
radiation, manufacturing variations and environmental changes. as transistor counts and function complexity increase (design gap).
Future SoCs learn to work around or live with _ Future SoCs find their optimal operating point
permanent and temporary defects. Our solution: on their own.

Add an autonomic layer to the SoC

The new architecture with the autonomic layer: Q}lgzlr;?nr:rl]fs <:> SFO%n;gggriL The new design methodology with new design tools:
* Integrates flexibility and learning . 0 e R —‘ * |s aware of the hardware’s
* Allows for error correction RV i QE ZVZTS:{W R‘:‘&?rgfn%tgfs"& Architecture Inew ablll:ctles (aut:)t.nomlc

(self-repair) A Characteristics Characteristics ayer, self-x properties)

_ 7 I_‘_I * Treats reliability as a first

Rl =Y Stem-wide FE/AE class optimization goal

run-time optimization _ Parameter Selection

of performance, power AUTONOMIC layer” Reliability %% ¥ * Designs for the typical case that

and reliability (self-optimization) / P LE s is usually correct
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* Creates emergence 7z / < > Evaluation ® Designs run-time emergence to
FUNCTIONAL layer (SoC)

between the AEs

find the optimal operating point

Final design (self-awareness)

Our project will show: A SoC based on the proposed two-layer architecture has the self-x properties necessary to handle the challenges
of future SoCs while keeping the overheads acceptable. We will demonstrate this on a modern FPGA prototyping platform.

Fundamental Error Detection Technique... Tools for Reliability Analysis - .
for units in series
* Shadow Register Based [Nicolaidis'99] [ ) Block Disgr : 1 Dt i i AL
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* One-cycle detection latency B Main X After n cycles
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* Enhancements [VLSISoC'06] At design time At run time [Bernauer06]
* Constant two-cycle performance penalty on error : : : : . .
. y g _ _p d _ o ® At run time: trigger actions if reliability drops below a threshold
* Result: self-healing CPU pipeline (transient and timing errors) (e.g., reduce clock frequency or switch to a redundant unit)
Pipeline Control ) )
oty ooz * * * * Design of Learning System
®* Based on learning classifier systems (LCS)
IF A T P ANT W BXE AT L MEM Al ) WB * LCS map conditions to actions (rules)
Main /AL L L L ® At design time: learn rule set with XCS (high learning rate)
>Buffer
Rss A\\Histow . . I . ® At run time: adapt rule set with simple LCS (low area overhead)

TJFunctional W Monior [ Evaluator [ Actustor ® Support run-time adaptation with software learning algorithm

® Interplay of different LCS creates emergent behavior

. and Integrated into ASoC Architecture with Learning
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